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1. INTRODUCTION

Let U = {“1, ., UN } denote the population consisting of N

units and let y, X;,..., xp and z be the variates defined on U taking
the values ¥j, X¢j,..., Xp; and z; respectively on u; (j=1, ..., N), that
is, y;=p(y), Xy=x(u;), i=1,..., p and z;=2(us).

Let
N N N
Y=Y yi=NY, Xi= Y xy=NZi, X=(X; ., X;) and z=Y\ z=NZ.
Jj=1 - j=1 j=1

We want to estimate Y using information on z and x=(xy,..., Xp).

It is well known that in sampling designs the use of auxiliary
information increases the precision of an estimator considerably. The
auxiliary information may be used (i) at the pre-selection stage e.g.
in stratifying the population (ii) at the selection stage e.g. in selecting
the units with unequal probabilities and (iii) at the estimation stage
e.g. in forming the estimators such as ratio, regression, difference or
product estimators.

We may utilize the auxiliary information in mixed ways also; for
example, by selecting the units with probabilities proportional to a
suitable measure of size (pps), based on a variate z, and by forming
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ratio, regression, difference or product estimator using the information
on yet other auxiliary variate (s) x where x may be a vector or a
scaler.

Tripathi (1969) presented a regression type estimator for ¥ in
pps wr sampling when information on z is readily available and the
population total X of a character x is known. Also he (1970, 1973)
developed a unified technique of double sampling for regression
method of estimation and extended the above results to the situations :

(@) information on z is available but X is not known and

(b) neither the information on z is readily available nor X is
known. Further the author (1968) has proposed multivariate
ratio and difference estimators when information on z is
readily available and the population totals (X,....X,) are
known. In this paper, we develop a general double sampling
scheme for multivariate ratio and difference methods of
estimation and present the results for the situations similar
to (a) and (b) cited above.

Let {«;}, i=1, 1...,p, be p-functions of sample observations
which could be used as estimators for a population parameter g.
Let w=(w;, ..., wp) be a weight vector such that

y4
EW¢=‘1.
i=1

Proof of the following result is straightforward and will not be
given here.

LEMMA 1: The bias B (d) and the mean square error (MSE)
M(d) of the estimator

b
d=
E Wid;,
=]

for 4, are given by

p
B(d)=Z: .
i=1
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and -
p P
M (d)=E Pwe W a=wAW
ik :

respectively, where b;=FE (¢;—8)

ag=E (¢;,—0) (2;—0) and 4=(a;) i, k=1,..., p. A is a symmetric
positive definite matrix. The condition of positive definiteness of
A is necessary to avoid non-degeneracy of the p as-estimators
[Tikkiwal, 1960, Lemma 2.1, p. 132].

The results in lemmas 2 and 3 below are true in general and
will not be proved here. Olkin (1958) proved them in equal
probability selection while dealing with a multivariate ratio estimator
for y.

Lemma 2: The vector of weights we(wy,...,w;)  which

P
minimizes M (d), subject to the restriction Xw;=1, is given by
1

Wopr=eA "t eA™e', e=(1,..., 1) : 1xp, and then the resulting bias and
MSE are given by
By(d)=(eA 2 ed" &')b’
and M, (d)=1]ed! '=1/3;3, a® 1, k=1,....p
respectively, where a®® is the (I, k)th element of A-1.

Lemma3: Let My (d/p)denote the optimum MSE of d obtained
by using pa’s. Then

Mo (d|q) <M, (d|p) for g>p.

Unless otherwise stated, we shall consistently employ the following
notations:

Pie=z,/Z probablllty of selecting the jth unit of the popu]atlon,
at each draw (j=1, ..., N).
N
Coxex)= YP; (xulPy—Xy) (X P—X3); Ri=Y]X,
j=1 , )
V (x)=C(xs, x)=0% (x3); V ())=C (», y)=6* (3)
3x=C(xs, x1)/0(x;:)0(xy) i, k=0, 1,..., p where xo denotes y.
Ca=C(Xs, X2)[X; Xp 5 CPy=Coo=V () Y2
Ci":"c(xi)/Xi’ i=0,1, ..., p. C
du==(u— Eu)/Eu: delta notation, where u is a random
variable. :
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E; (.), V1 (), Ci () denote the unconditional and Ez (.), ¥, (), }
Cy(..) denote the conditional (given the first-phase sample) mean, ‘
variance and covariance respectively. Symbols |

s a s 1
Vi, Vs and C,
will denote unbiased estim‘ators of V3, V, and C, respectively. l
2. A GENERAL DOUBLE SAMPLING SCHEME FOR MULTIVARIATE 4

DIFFERENCE AND RATIO METHODS OF ESTIMATION

To estimate Y, the general multivariate difference and ratio
estimators for any probability sampling design (psd) may be defined
by

A 2 A A
Yd=2 Wy &gy =Y —A; (X; —X5) (2.1)
i=1
and
A ? A A
Yp =Z wty, 4= y/X)X: (2:2)
=1

respectively, where

A A

Y and X;
are unbiased estimators of ¥ and X; respectively based on any psd
and A,’s are suitably chosen constants.

The estimators due to Takkiwal (1967) and Raj (1965a) are .of
the form (2.1) and.that due to Ulkin (1958) is of the form (2.2).

A A ’
InY; and Y, defined above X;’s (i=1,...,p) are assumed to be

known. When X;’s are not known but could be estimated by a large
sample, rather inexpensively, we use the double sampling technique.

We select a preliminary large sample of » units at moderate
cost according to a specified sampling design and then a subsequent
small sample of m units according to a different (or same) sampling
design. The second sample may either bea subsample of the first
or independent of the first. Let X, be an unbiased estimator ‘of X;
based on the observations of the first phase sample alone and X,
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and Y, be the unbiased estimators of X; and Y respectively based on
the observations of the second phase sample mainly. That is

EXi(g)cE Xi(])in and EY(2)=Y (23)
For the case of subsamples we shall further require that
E X =Xun 2.4)

We note that in the case of subsamples and independent samples
both,

Co (Xugy, Xiy)=Co(¥ 2y, Xi(r))=0 (2.5

It is well known that in two-phase sampling, for any estimators
d and d* we have that }

Cov (d, d*)=E, C, (d, d*)+ C, (Epd, Eyd™) (29

Following results can be easily proved with the help of Lemmal
and the statements (2.3) to (2.6).

Theorem 1 : The multivariate difference estimator
p
Y¢=2 Wi, 0= Yy~ N (Xieey— Xis)) (2.7
i=1
is unbiased for Y and the general expression for its variance is given
by
V (Yo)=wBw', B=(by) i, k=1,..., p
b= Cov (i, %)=V (¥(2))~ A; {CoV (Yo, Xi2y)—C1 (E2Y2ps Xiiy))}
= {CoV (Yiz), Xiie)) — Cy (E2Y gy, Xiiry)}
+2A:M {Cov (Xign)y Xuio))—Cr (BxXia), Xiry)
—Cy(Ey X2, Xiy)+Cr (Xit), X))} (2.8)
Corollary 1.1. If the second-phase sample is a subsample of the
ﬁrst, then
Cov(ay, &x)=Dbiy=V (Yu))'i'Esz (Yi2) = MEC, (Yigy, Xia) — MECa
Yoy Xiia)+AMg E1Co(Xiz), Xeay) (2.9)

where Yoy=EpY ).

The expression in (2.8) will be used to derlve the results for
independent samples.

It is to be noted that in the case of independent samples if
E, Yo,=Y and E; X=X, that is, if Y, and X,(n) do not use any
information on the first phase sample, then
Cov (ay ap)=by
=V (¥Ye))—A; Cov (Yg), Xi)) —M Cov (Yo, Xpaey) +2 o
Cov (Xiz), X))+ Are Ci (Xiqys Xiary) (2.10)
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In case of subsamiples an unbiased estimator of V(Yy) is gived
by
A A A
v (Ya)= wBw', B=(by)

A

A A A A
bik=lV1 (Ya) + Ve (Yi2)—2Ca (Vo) Xuz)— MCy (Yioys Xiny)
A
+2AMCo (Xi2)s X))

A A
where V3(.) and Vy(.) are unbiased estimators of V() and V()
A
respectively and C,’s are the unbiased estimators of Cy’s.

In genperal, in the case of independent samples an unbiased
estimator of ¥ (Y,) may be obtained by substituting unbiased estima-
tors of the parameters in (2.8) and (2.10).

A biased estimator of Vo (Y;)=1/(eB-! ¢') would be given by
A A
vo(Ya)=1/(eB™" €)== 1/% Zbiy.
I

A multivariate ratio estimator for ¥ would be defined as
p A
YR _=2w,~a¢, w; =Y/ Xye)) Xiqr (2.11)
i=1
The estimator due to Khan and Tripathi (1967) is of this form.
In our discussion for the ratio estimator we shall assume that
E [(8Y(2)® (3Xit2)® (8X1(21)° (3Xy1y)® (8Xz(0)]
- <0 (m—(a+b+c+d+o)/2) . (212)

Theorem 2 : The multivariate ratio estimator YR is in genéra]

biased. Under the assumption (2.12) it is a consistent estimator of
Y for large populations and if | 8X;, | <1,its bias is given by
B (YR)=wC'+ O(m2) (2.13)

- ‘where C”’ is a column vector of .
C* =(1/X) [R{V (X,(z,) G (Ez it2)> Xem)}
—Cov (Y9, Xi)+ C1 (& Yoy, Xt(x))]
and its MSE is given by )
MY g )=wAw' +O (m—z) A= (ai) i, k—l 5D
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a=V(¥(2))— R; {Cov (Yiz), X)) — C, (E,Y @), Xiy)}
—Ri {CoV (Y2), Xue))—C1 (EaY10), X))}t RiRy,
{Cov (Xuay» Xre2))— C1 (ExXriayy Xir) — C1 (ExXitays Xnn) +Ci

Xitns Xem)} (2.14)
Corollary 2.1. In the case of subsamples
Ci*=(1/Xy) [RiE\Vy (i) —ErCa (Yizy, Xi2))] (2.15)
an=V1(Y1))+ E;Ve(Yi)) —~ R:E;Co (Yays Xiz)
—RxE1Co (Yioy, X2 (2))+R R Ey Ca (Xii2), Xuiny) (2.16)

For large m, so- that ‘the terms O(m‘2) may be neglected, the
optimum weights, bias and MSE may be obtained by using
Lemma 2,

Remark : From Theorems 1 and 2 we observe that
V(Ys)=M4(Yp ) provided A;=R; where M, (¥y ) is the large_sample
approximation of the MSEof Y, . In “case of simple random

sampling when A; is a good guess of R; based on the past experience,
Raj (1965a) has illustrated by a numerical example that provided the
departure of A; from R; is moderate the variance of difference estima-
tor varies a little from the large sample approximation of MSE of
ratio estimator.

3. DousLE SAMPLING FOrR MULTIVARIATE RATIO AND DIFFERENCE
ESTIMATORS WITH pps wr SELECTION

In case the population totals X,(i=1,..., p) are unknown but the
information on z is readily available we follow the selection procedure
given by Raj (1965b). :

We select the first phase sample {x;;..., Xp;}, j=1,..., n, of n
units with replacement and with probabilities P, (=1,...,.N), 3P;==1,
based on the character z (pps wr) at moderate cost and then a subse-
quent subsample {y,}, j=1,..., m, of m units with equal probabilities
and without replacement. If the second phase sample is to be indepen-
dent of the first it is selected with pps wr in which y and (xy,..., x,)
are observed. For convenience of refefence we shall denote this
sampling procedure by D,.

i

Let Xiqy=(1/n) z X¢;/ps, Where p5=25/2 2 3.1

j=1 j=1
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Xan=(Ujm) > 5P, 32)
=1
and
Yoy=(1/m) 2 yilos (3.3)
j=1

The estimators Xj(,, Xy 2y and Y5 obviously satisfy the condi-
tions (2.3) and (2.4). The proofs of the following lemmas are easily
obtainable and will not be given here.

Lemma 4: In the sampling scheme D; if the second-phase
sample is a subsample of the first, we have

@) ViYw)=U[n)V (»)
where

Y y== EyViay=(1/n) 2 VilP;.
=1

@) Collu, Xk(g,)=(1/m—1/n)z sl P—Xow)
A p
(x5 Py— X)) [(n—1)

i) Vi(Xiw)=(1m=—1/r) E (il Pr— ooy (n—1)
j=1

(V) EyCo(Xie), Xk(g))=(1/m—1/”) C(x;, x1)
() EVs Xug)=QA/m—1n) V (X;)

i) W (Ym)-=<1/n)z (ilps—YeaPfim—1)
=1

A m
0if)  Co(X scars Xiary=(1/m—1/n) z(x.-,/p,—x,-m)
j=1

Xns/ps— X)) [(m—1)
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Gil) Vuua)=(Uim=1jn) > (xul Ps=Xiwm=1)
j=1

Lemma 5: In the sampling design D, if the second phase
sample is independent of the first, we have

() Cov (Xiy, Xim)=(1/m) C(x:, X2) -

(@) V (Xu2)=(1[m) V(x)

(i) Cov (Xuz» Xra)=C1 (ExXica, Xiny)=0

@) Cov (X Yiay)= C1 (Xuwy; Bz Yi2))=0

(v) Cov (Xia Xea)=(1/n) C(xs, %2)

m
A A
0D Cuan Xaw)=(1m) > (el Pr—Xea) (KB

j=1

J
=Xy [(m—1)

n
(vii) Iﬁ Xice)=(1/m) 2(x4i/Pf—Xi(z))2/(m— 1y
o ji=1- , L

A n
i) Can Kea)=CUI) Y (el P i)
"2,

(xk:i/Pf_Xk(l))/(n'—l)

Using the results of section 2 and the lemmas given above we
obtain the following results in D;.

Variance of the differrnce estimator would be given by

V(Yg)=wBw', B=(by), i,k=1,...,p

where in the case of subsamples

by=(1/m) V(»)— (1/m—1[n) [\ Cp, X0+ C(p, X2)

—N A C(sy %3] (.9

with

m m
A
bu=(m(m—DF > O4lP= ¥~ (/m=1n) x>
j=1 ' j=1
(y;-/Pa—Y(z)) (%45 Ps—Xs2)) + 2 z il Pi—Yi0)) X3/ Pi— X))

j=1
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m
MM > Gl Xl Pr—Xw) =D 3.9
j=1 '
-and:in the case of independent samples ) .
bur==(1/m) [V(3) =2 C(p, x:)+ he CO, x1)+Ns A Clxz, X))

+(1/n) A M Clxs, Xz) _ - (3.6)
with - :
m m ' _ '
boc={m(m =1} [ > OPi=Yal'—h > (G4lP i) i
o =1
In} "
GislPi=Xia) =N > (4l Pi Vo) ol Py Ko
. X j___l . o - o .
m )
iy xkz Crasl P 1(2,)(xk,/Pj—Xm>)]
—l ) .
5 o
+N A {’1(11—1)}"12 (xij/PI“Xi'(l))(xk;i/Pi‘_‘ch(l)) 3.7
j=1 .

A : S
where by is an unbiased estimator of by;.
Bias cf the ratio cstlmator Yg in D; is given by
' B(YR) (1/m—1/n) Ywd' + O(m- 7) ‘
if the second sample is a subsample and by -
B(YR)=(1/m) Ywd'+ O(m??)
in the case of indepe11dqnt_samp}es,‘ where
d=C2—C~
A sample estimate of B(Y R) 1s glven by
B(YR ) =(1/m— l/n) wd'

m

d (I/Xz(z)) [rz 2 (x,,/P X‘l(ﬂ))

et j=

PR ‘-—2' %15/ P1— X)) (y.at/Pi_Y(z))]/("?“l)

j=1-
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in the case of subsamples and is given by

A A
B(YR )=(1/m)wd’
in the case of independent samples, where‘r,-=Y(2)/Xi(z,.

Mean square error and an estimate of it are given by
MYR)=wAW +0m=) , (3:8)
and

A A A
m(Yp )=wAw', A=(a;)
where for the case of subsamples and independent samples ay; is

. A
given by (3.4) and (3.6) respectively with A, replaced by R; and a;;, is
given by (3.5) and (3.7) respectively with A; replaced by ri

It is found that

E B(YR) B, (Yg)+0 (m=?) and Em Yp = :
M, (Y)+0 ()
where By(Yg ) and M, (YR ) are bias and mse of Yg to the terms of
order m-1, . o

4. DouBLE SAMPLING FOR INCLUSION PROBABILITIES AND * '
MULTIVARIATE DIFFERENCE AND RATIO ESTIMATORS _
If the information on z is not avaiable and populatton totals
X.’s are also unknown [situation similar to (b) mentioned in section 1]
we select a first phase sample (zj, x5, ..., Xp)y j=1, «s, n of n units
with equal probabilities and without replacement and second phase
sample (y;, Xyjeers Xpi), j=1,..., m of m units with probabilities
n

;=z,/2 z; ( ]=1 ., n) and with replacement We denote this

j=1
sampling scheme by D,, which was first given by Raj (1964) and then
by Singh and Singh (1965).

In this case we define
m

Xi0y=N7;, Xy5y=(N/nm) E Xyl Py
\ j=1
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‘ and
m

Yo=(Ninm) ¥ »ilPs - | @.1)
j=1
Following results are easily proved.

Lemma 6. In D: the second phase sample is a subsample of
‘e first then :

|
1
@) Vi (V)= N? (fn—1/N) ST whete Yoy=E, Yig=N¥ )
(1) Co (Xigay, Xk(2))=(N‘2/”"12)2 Pi (xi5lps—Xin) KaslPi—X ra) .

j=1
n

(i) Vo Ku@)=(N2fmn?) Y} piCeislps—Xem)®
j=1

(W) E1C2 (X,m, Xuz))
o) Vi (Ym)'= N*(1jn ~1/N) sj

A A
(i) Ca (Xiayy Xria)=(N?mn?) C* (x4, Xz)

A A .
i) Vy Xi@)=(N?/mn®) V* (x;)
where
n n
=2 y,_ny, X‘"“E Xy=n%;,. S
je=1 je=1
N

=¥ G=TeW-1
j=1

2

¥

m

m(n—1) S’ = Eyf/p, Y wilp) (elpinm—1)
j=1 jte

C* Gy 3= (x”.’pa—xz) Giulpi— ) (m=1)
j=1
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-
: A m A A

X; = (l/m) zlxia‘/p:i 3 VR (x) = CHxy, X))

j=
| Lemma 7 : In Dg, in case of independent samples we have
, 1 1 2

‘ () Cov (Xfl(z). Xi2) = (1/m) {(-’;— TV_) Cz-’r 1}

C (x4, %)+ RocRes N* [ -—— )5

iy Ak PTEAS 1] n N z

(i) Cov (Xiw, Xrw)=Ci(EeXi2y Xp))=N2(1/n—1/N) Ry S
(lll) Cov (X{“), Xk(l))= N2 (l/n—l/N) S{k

A N2 m .
) CKuw» Xe)=m(m—1) [ _zl(xu Xpyl2%)—m ra; rzk]

Jj=

[nEz—(l—n(N)st + N(N—n)ry ra s:/n

A A - .
0) CXiw Xe)=CUE; Xityy Xu)=N*(1/n—1/N) rys Sz
A

i) C(Xin, Xew) = N2 (1/n—1|N) s

where

N — _ —
Sis =-21 (y—X) [2:—Z)|(N—1), Rey=X|Z,Co=5./Z"
J=

N __ __
Six ‘=}21 (x5 —X3) (s —Xp)/(N—1)

_ m m - —
rz.-=(1/m) E le/Zj, Sip— Z l(x,-f—xi) (Xk,j —-xk)/(m—l

m — _ . :
Ske = 3 l(xki—xk) (z,—2)/(n—1) (4.3)
j= ‘

Results of the Section 2 and above lemmas yield the
following results in D,,

p P
VI =3 X wweb; ' 4.4
(p!= 2 | (2 b “4
where in the case of subsamples

b= (I(Vn—:ll))% [V(y)-—7\.- Cy, x0)—M: C(p, x1)+ 2Ny Clxs, X1) ]

+ (N[n) (N—n)s% (4.5)
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with

A A, Ay Ay Ay
b= (N?[mn®) [ V(»)—=NC(y, x)—hs C(p, x)-+AN Clxs, x2) ]
+ (Njn) (N—n) 5% : ' (4.6)
and in the case of independent samples

ba=(1/m) [V(3) =A; C(y, %)+ 2y Clxs, %)~y C(p, x3) |

| {1 (1 ——1—) c* §+ .(‘R*B—R*R A, =R Ry

+-"T N z l: 1 T8 R AR Kok
+AiAéRéiR2k) Sf' ‘ — o

F(R* Ai—A; A Ry;) Sie F(RF M=y 7‘7: Rq D) Suz FAM: Sl
(1/n—1/N) N2 _ 4.7)

A . . - .
with b; obtained ‘by substituting unbiased estimators of various

terms in the expansion (2.8) from Lemma 7; R *=Y]Z.

In the case of subsamples and independent samples

_ (=N o, o )
B(YR = m—Ywd + 0(m ) (4.8)
1 1 i P
and B(¥Yg)=(1/m) {1+ (F_W) C;} Ywh' 40 (m~2) (4.9)

respectively, where d;= C? —C,;.

M(YR)=wAw'+0(m-2) (4.10)

where in the case of subsample a;. is given by by in (4.5) with A,
replaced by R; while in the case of independent samples

ai=(1/m) [V(y)—RiC (¥, x:)— Ry, C(y, x8) +Ri Ry, C(%4, 1))
{1+am—1m €t {482 Un—1m) R, 51

In the case of subsamples, for large m, a set of estimators for
bias and MSE to the terms of order (1/m) would be

A A A A AA A A
B(Yr)=wg', gi=(N[nm) (1]x)) [(y/x) VE(x)~—C* (v, x;)]

A
m(Yg )=wAw'

A m A A
where y=(1/m) = y;/p; and a;, is by in (4.6) with A, replaced

A A
by (v/x2)- : :
Henceforth we shall consider M (¥Yg ) to the terms of order (1/m).

i=1
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5. OpTiMUM 1, m AND ResuLTiING MSE
Let a cost function be defined as :
C=a,+nC,+mC,, é.1D

where C is the total cost, a,is over head cost and C, and C,, are
the cost per unit in the first phase sample and the second phase
sample respectively.

Theorem 3 : The values of n and m which minimize M (Yg)
for the case of subsamples in D, for a fixed cost of the form (5.1),
are given by

Hopr==(C—a,) (WHW' )] [(c)'? {(wGw' cu)' 2+ (wHw'cp)' %} ]
and
Mope=(C—a,) (WGW)L[[ (cw)t® { (WGW' e}t/ (wHW ca)' 1%} ]
respectively and then the resulting MSE is given by
Mopy (YR)=T((WGW') cm)'*+((WHW') €4)' P1*/C—at0)

Where H=(hik), G=(g1,k): i; k=19 -9 D
ha=R; C (3, x) + Ry, C (¥, %) —R;R;; C (x5 X)  (5.2)
and gu=V(») —R; C(y, %) — Ry C(y, x) +- R: Ry, C(xs, xz) (5.3)

Proof : From (3.8) and (3.4), to the terms of order (1/m) we
have
ay=(1'n) h+(1/m) gir
whence M (Yg)=(1/n) wHw'+-(1/m) wGw'.
Following Cochran [(1963) p. 331] the results are easily arrived at.
For the difference estimator, /;; and g, in above theorem will
be given by replacing R; by A,.

In case of independent samples, for ratio estimator we replace
hi in (5.2) by
hix=RiR;; C(x:, x1) (54)
and for the the difference estimator gz and X, are given by (5.3)
and (5.4) respectively with R, replaced by A,.
For large n we may replace the terms (n—1)/n and N/(N—1)
by unity giving, from (4.10), '

2
e YR) = (UnN® S, +(1im) wGw NS,
. v :
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in the case of subsamples in the sampling scheme D,. In this
case

Nopt=(C—a0) NSy [cal® {(WGW')1 12 c,s2I12 + NS, c,1/2}]2
Mopr=(C—ay) (WGW')' % [cl 12 {(wGwW' )2 ¢t 24 NS,
Cﬂl [2}]—1
2
Miussy (Y )= [wGW)'E cpit -+ NSy ¢! PI2H(C—a)— NS, (5.5)

Similar results are obtained for the difference estimator in the case
of subsamples in Dj.

6. CompARISON OF Y WiITH OTHER ESTiMATORS

The following comparisons are restricted to the case of sub-
sampiles in the sampiing scheme D;.

From (3.8), to the terms 0(m™1),

we have
P p
ME=7 > > wwds
i k
die=(1/m) Co* —(1/m—1/n)[8y; Cy C; +8y. C, C 4
—38:1 C; Gyl (6.1)

From Lemma 3 itis obvious that when the optimum weights
are used,

M, (YRlD) <M, (YR [p),
where
M (Yr(q)
represents M (Yg) when the information on the characters
C Xiy eees Xpy XpF 1, o, Xg
is used. In particular if
Ci=c¢, 85=200; 8;=38(i#k) i, k=1, ..,p (6.2)
then the optimum weights reduce to uniform weights w;=1/p and
from (6.1)
M (Yp) =Y [(1/m—1[n) ¢ (1=3)/p+(1/m) C;?
—(1/m—1[n) (28, Cy c—3 c%)] 6.3)
giving
M (YR | p)—M (YR | )=Y*(1/m—1/n) ¢ (1—3) (¢—p)/qp-

' |
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obviously, if :
g>pthen M (¥Yg | ¢) <M (YR | P);
equality being hold when 5=1.

Theorem 4 : Let the cost function be of the form (5.1) and the

conditions (6.2) be satisfied. The inclusion of (g —p) more x’s will
result in higher precision, that is

Mopty ¥ | 9) < Moy (YR | D),
if
(Cm):“2 >[(Var Cad *— (Vi CMJ)IIZ] [(sz)llz—(Vaz)lﬂ]_l (6.4)
where cap is Cn, p denoting that information on (%1, ...s Xp) is being
used;

and ’
Vpr=[23% Co c—3 e —c*(1—29)/p] Y2 6.5)

2
Vpa=[Cy —28,Co c+8 ¢*+(1—9) ct/p] Y2 6.6)
Proof :
From (6.3),

M(Yg [9)=(Q[n) Vi +(1m) Via,
Following Cochran [(1963), p. 331], using optimum m and n
we get
Miopy )R | D)=[Vss Cup) 124 (Vo1 Can) PP (C—a0) (6.7)

Noting that
Cn = Cmq =Cm

since only y is measured on the subsample,

we have that
Mgy YR | < Mooy (YR | P)

if
(Vs €a) P4 (Var Cud'/2 < (Vo €)' P+ (Vi Cup)'
which reduces to (6.4). :

DOUBLE SAMPLING VERSUS SINGLE SAMPLING :

If all resources are devoted to a single sample with equai proba-
bilities, a simple cost function would be ,
C=a0+m; Cy (6.8)
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where the symbols C and ap are defined in (5.1), Cy, being the cost
per unit spent in observing the required character y. The size of this
single sample would be m,=(C—a)/C,.. We may then form the
simple estimator Y,,=N7; and since information on z is readily

available, assuming the population total Z to be known we may form
ratio estimator :

YReq =0l2) Z
and '
regression estimator :
Y 00e=Ny—b (N2 —2).

where y and Z are the slmple random means and b is the sample
regression coefficient of » on z.

For sample size m,=(C— ao)/Cyn

2
V(Yeg.)=N2Sy /ms=cm Vs/(C—'ao) (6.9)

where

N
2 2 —
Vi=Ni Sy, Sy = > =DYN-D.
=1

Similarly assuming the cost per unit of observing z negligible

we have that for large samples,

Vv (YReq) =(1/mg) Viat=Crn Vrer/(C—ao) (6.10)
and ;
V (Yrse)) =(1/M) Vyoy=Cr Ve (C— a0) (6.11)
where
th=N2[ S, +(¥/2)* S° —207]Z) 0y: S, S.]
and

o 2 2
V= ((1=cy, ) S,
. (Cochran : 1963).

Theorem 5 : Let the cost function be of the form (5.1). The
procedure of double sampling for multivariate ratio method of
estimation with pps selection gives a smaller variance than the simple
random sampling and ratio and regression methods of estimation in
single-phase sampling with equal probability selection
it (CalCa) > (Vi V) [L=(Waf V)2, ¥, < ¥ 6.12)



o e

ON DOUBLE SAMBLING FOR MULTIVARIATE RATIO 51
where
V= Vs, V== th
and
V=V,., respectively;
and

Vi=wHw" and Vo=wGw'
are defined in the Theorem 3.
Proof : From the Theorem 3, \
Mopyy (YRI=[(Vz Cu)' P4 (Vy Co) P [(C—ap) (6.13)
From (6.12) '
(CulCa) P> (P VY2 [L+ Vo[V (1= V,/V) (6.14)
obviously
(CnlCa)' 1P >~ VI L= (Vo [V [(1= Vo V) (6.15)
is always true. From (6.14) and (6.15)
(CafCY B S(VLVYE (Vo] PY PLT(1=V,[V)
=204 Vo [V P {4 (V Vol V)~ 4(1— V)
(=W VP2 (1—Ve/V)
which imples (with V,<V) that
(Cu|Cr) (1 =Vo¥)=2{(V, Va[V?) (Cuf C)P R ~V3/V >0

or
Cou>(1[V) [(VaCr)* 4V, C)112 : (6.16)
For -
' V=V, (6.16) implies
that ‘ N
My (YRI< V (Vo))
where ’

V (Y.) is defined by (6.9).
Similarly for .
o V=Vyy and V=V;,,
(6.16) implies that ‘ -
Miopy (YR)< V(YReq)
and . i
Miopty (YR )<V (Vrgeq) respectively.
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This proves the Theorem.

Further, since the information on z is readily available we may '

devote all resources to have asingle sample selected with the probabili-
N
ties Pj, z p;=1, based on the character z and with replacement
. .
and may consider a simple estimator ¥’ ,s=(1/n5) z ¥ilps.
j=1
Using (6.8) the variance of this estimator would be
V (Y0 =(1/mg) V ()=cw’ V ()/(C—a0) (6.17)
where Cp’ is per unit cost in this case. Comparing (6.13) with (6.17)
we observe that
M(om‘) (YR )< vV (Y,mw)
if
m > [V )] [(Va em)' 24 (V1 ca)' P
In the sampling scheme D, an unbiased and consistent estimator
for Y given by Raj (1964) is :

n n
Yp =(N[nm) z VilPss Py=24] 2

In the case of subsamples

Ve )=(1j) ¥* -gv(" 1)2 o+ ¢, J6.1)

From (4.10), in the case of subsamples

p 14
Y= 7> > wewdn
i k

dyg= Er]zv—ll))N [ Co?—8v; €a €;—BuCo Cr+ Sz Ci Cx ]
— 2 .
+ = ¢ (6.19)

N y
where
2 2
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Under the uniform weighting conditions (6.2),

M (¥ p)=(Y?/pn) [%{ c(l- 8)+p( cr —280

— 2
cCo+ dc? )} +p¥ ¢y ] . (6.20)

From (6.18) and (6.20) it follows that,
M (YR)SV(Yp)

iff
P8 cole{l+8 (p—1J* >12 (6.21)
the condition (6.21) reduces to 8 > 1/(p+1)
if
So=5 and coy=c.
Further from (6.20) we observe that
M T 1=M ¥ 19=y E=T e (1-9) - pyop

(6.22)
By (5.5) it follows that Mg (YR | 9)<<Mopy (Y& | p)

if o }
[(Cad)! 2~ (Cap) PIC, 12 < [(WG, W) 12— (WG, w'I2]NS,.  (6.23)

SUMMARY

The problem considered is to estimate Y, the population total
of a character y, in case the units are to be selected with probabili-
ties proportional to a suitable measure of size and with replacement
(pps wr) and the information on yet a p-dimensional vector x=
(%1, +-+5 X5) of auxiliary characters is to be used to form multivariate
difference type and ratio-type estimators. A general double sampling
scheme is developed for multivariate difference and ratio-type esti-
mators and then the general results are used to derive mean and
mean square errors of these estimators in two particular sampling
schemes. Expressions for optimum sizes of first phase and second
phase samples and the resulting optimum mean square errors are
obtained and comparison of our estimators is made with other
estimators.
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